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Abstract

The purpose of the Bangla grammatical error correction task is to spontaneously identify and correct syntactic, morphologi-
cal, semantic, and punctuation mistakes in written Bangla text using computational models, ultimately enhancing language
precision and eloquence. The significance of the task encompasses bolstering linguistic acumen, fostering efficacious com-
munication, and ensuring utmost lucidity and meticulousness in written expression, thereby mitigating the potential for
obfuscation or dissemination of fallacious connotations. Prior endeavors have centered around surmounting the constraints
inherent in rule-based and statistical methods through the exploration of machine learning and deep learning methods,
aiming to enhance accuracy by apprehending intricate linguistic patterns, comprehending contextual cues, and discerning
semantic nuances. In this study, we address the absence of a baseline for the task by developing a large-scale parallel corpus
comprising 7.7M source-target pairs and exploring the untapped potential of transformers. Alongside the corpus, we intro-
duce a Vaswani-style efficient monolingual transformer-based method named Bangla grammatical error corrector, Panini
by leveraging transfer learning, which has become the state-of-the-art method for the task by surpassing the performance of
both BanglaT5 and T5-Small by 18.81% and 23.8% of accuracy scores, and 11.5 and 15.6 of SacreBLEU scores, respectively.
The empirical findings of the method substantiate its superiority over other approaches when it comes to capturing intricate
linguistic rules and patterns. Moreover, the efficacy of our proposed method has been compared with the Bangla paraphrase
task, showcasing its superior capability by outperforming the previous state-of-the-art method for the task as well. The
BanglaGEC corpus and Panini, along with the baselines of BGEC and the Bangla paraphrase task, have been made publicly
accessible at https://tinyurl.com/BanglaGEC.
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this work.
The grammatical error correction (GEC) task aims to auton-

omously identify and rectify errors in written texts, encom-
passing grammar, syntax, punctuation, and language rules,
with the purpose of optimizing overall precision, coherence,
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nication, foster language acquisition, elevate writing excel-
lence, safeguard the Bangla language, and escalate efficacy
in handling Bangla text, benefiting individuals, educators,
and organizations alike. Despite significant advancements
in GEC for high-resource languages [1-4], the development
of accurate and effective GEC systems for low-resource
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languages like Bangla remains a challenge. The intricacy of
the Bangla language, characterized by its complex morphol-
ogy, diverse verb forms, and tangled sentence structures,
renders it one of the most formidable endeavors in Bangla
Natural Language Processing. Moreover, the paucity of a
publicly available large-scale corpus for Bangla grammatical
error correction poses another inevitable constraint in the
pursuit of developing exceedingly accurate models.

In the past decade, considerable research has been under-
taken to address the BGEC task through rule-based [5—18]
and statistical [19-30] approaches. The limitations of rule-
based methods in the BGEC task, including the lack of flex-
ibility, challenges in rule creation, limited coverage, inability
to handle ambiguity, difficulty in handling language varia-
tion, and limited error detection capabilities, have prompted
researchers to investigate data-driven statistical approaches
as a means to overcome these limitations and enhance accu-
racy. Nevertheless, statistical methods also exhibit inher-
ent limitations when it comes to contextual understanding,
disentangling ambiguity, excessive reliance on handcrafted
features, adaptability to novel languages, handling out-of-
vocabulary words, grappling with data sparsity challenges,
and limited error detection capabilities. These constraints
have spurred the exploration of sophisticated methods such
as machine learning [31, 32] and deep learning [33-42],
aimed at ameliorating accuracy and fortifying the resilience
of error correction systems. In recent years, the applica-
tion of deep learning techniques has showcased promising
accomplishments in the BGEC task owing to their enhanced
capacity in capturing intricate linguistic patterns, decipher-
ing context dependencies, and discerning semantic nuances.
Lately, transformer-based methods have exhibited remark-
able prowess in several Bangla natural language process-
ing tasks, including machine translation [43], sentiment
analysis [44], and spelling error correction [45], to name a
few. A Vaswani et al. [46] style transformer architecture is
utilized in our proposed method which is bifurcated into two
integral components: the encoder and the decoder. Within
the encoder module, there are pivotal elements including
positional encoding, multi-head self-attention mechanism,
layer normalization, residual connections, and feedforward
neural networks. Likewise, the decoder module encompasses
positional encoding, masked multi-head self-attention, layer
normalization, residual connections, and feedforward neural
networks. The mainstream structure of transformers typi-
cally involves stacking multiple encoder and decoder blocks.
To the best of our knowledge, no transformer-based baseline
for the BGEC task has been proposed yet. Henceforth, we
endeavor to harness the formidable capabilities of transform-
ers and embark upon an exploration of their untapped poten-
tial in the realm of BGEC.

Several constraints associated with the BGEC task
have been identified, particularly concerning the dearth of
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a large-scale parallel corpus and the utilization of trans-
former-based monolingual methods. The objective of this
study is to surmount the recognized limitations and provide
a solid foundation for further advancements in the field by
establishing a comprehensive baseline, thereby paving the
way for future research endeavors. To do so, an extensive
parallel corpus has been developed by carefully crafting a
diverse set of Bangla grammar rules. Moreover, a mono-
lingual transformer-based model named Panini has been
proposed for the BGEC task. Additionally, a scrutiny was
conducted to ascertain whether the performance of the
monolingual transformer model is improved by the transfer
learning technique. To this end, we initially train the model
on a Bangla paraphrase dataset [47] and then transfer the
acquired knowledge while addressing the BGEC task. In
short, our proposed Panini accepts a grammatically errone-
ous sentence as input, which is subsequently tokenized using
a pre-trained tokenizer [47]. The tokens are then fed into
the encoder component of the model, where they undergo
transformations resulting in a sequence of continuous repre-
sentations. Following this, the decoder component integrates
the output response from the encoder along with the output
from its previous time step to generate the grammatically
correct sentence.
The contributions of this article are summarized below:

e We propose a large-scale parallel corpus for the BGEC
task, which comprises approximately 7.74M source-
target instances. It has been created by carefully craft-
ing a diverse set of intricate grammar rules, thus making
Bangla a resourceful language for the task.

e A state-of-the-art monolingual transformer-based
model named Panini has been introduced, exemplifying
advancements in the BGEC task compared with other
transformer-based baselines including BanglaT5 and
T5-Small, thereby potentially heralding more sophisti-
cated automated grammatical error correction.

e The impact of the training corpus size on the potency of
the proposed method Panini in rectifying grammatical
errors in Bangla has been investigated.

e The efficacy of transfer learning from the Bangla para-
phrase task in the domain of BGEC has been meticu-
lously scrutinized.

e The empirical outcomes of the proposed Panini have been
juxtaposed with the baselines of the Bangla Paraphrase
task, showcasing its supremacy in the task by surpassing
the previous state-of-the-art performance with approxi-
mately 3.5 times fewer parameters, therefore attesting to
its superior capabilities across different Bangla Natural
Language Processing (BNLP) tasks.

The remaining sections of this paper are structured as
follows: Sect. 2 provides a comprehensive review of
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contemporary research in the domain of grammatical error
correction, shedding light on the prevailing hurdles encoun-
tered specifically in the context of Bangla. In Sect. 3, we
explicate the meticulous process employed for the creation
of a large-scale parallel corpus, outlining the step-by-step
procedure in a systematic manner. Subsequently, Sect. 4 elu-
cidates the methodology and architectural design of our pro-
posed monolingual transformer-based method. Next, Sect. 5
showcases the experimental setup and results along with the
evaluation metrics employed to assess the performance of
the model. Finally, Sect. 6 summarizes the results, implica-
tions, and potential future directions for this research.

2 Related work

A considerable amount of research has been carried out
on correcting grammatical errors in the Bangla language.
While the development of the Bangla GEC task has indeed
gained steep attention since the late 2000s, it is evident
that notable standards have yet to be achieved. The exist-
ing methods can broadly be classified into four primary
groups including rule-based [5-18], statistical [19-30],
machine-learning-based [31, 32], and deep-learning-based
[33-42]. We observed that deep-learning-based and rule-
based approaches became prominent and obscure after 2018,
respectively.

2.1 Rule-based methods

The most commonly used rule-based schemes for Bangla
grammatical error correction include context-free gram-
mar (CFQG) [5, 8, 16], context-sensitive grammar (CSG)
[9, 14], head-driven phrase structure grammar (HPSG) [7],
string matching algorithm [10], and Viterbi algorithm [17].
Among rule-based approaches, [5, 6, 8, 12], and [16] utilize
the formalism of CFG by defining a set of valid grammar
rules and determining whether a given sentence conforms
to these rules or not. In particular, Purohit et al. [8] iden-
tify several features of Bangla words and further develop a
set of semantic features for different word categories with
the help of CFG to tackle the Bangla GEC task. A CFG-
based predictive parser has been proposed by [5] and [6],
which is implemented following a top-down fashion to
avoid the left recursion issue of the CFG by left factoring,
for Bangla grammar error correction. In 2016, Rabbi et al.
[12] introduced a parsing method, to resolve the intricate and
ambiguous Bangla grammar, by employing a shift-reduce
parser through constructing a parse table based on the LR
strategy. Recently, [16] utilized both CFG and CYK pars-
ing algorithms for Bangla GEC and found that although
the CFG-based parser performed better, the CYK-based
parser worked faster. Another parser has been proposed by

[9] which incorporates both CFG and CSG rules to parse
Bangla complex and compound sentences semantically.
However, Alamgir and Arefin [14] propose a CSG-based
parser that prioritizes the intonation or mood of a sentence
over its structure. Besides, [7, 10], and [17] bring forward
a Bangla grammar checker using HPSG, string matching
algorithm, and Viterbi algorithm. Unlike CFG-based pars-
ers, the HPSG-based one [7] can detect syntactic and seman-
tic errors in a sentence by utilizing the POS tags of words.
Karim et al. [10] also utilize POS tags to determine sentence
types, followed by validation of their structure through a
string-matching algorithm. Furthermore, an augmented
phrase structured grammar (APSG) rule-based semantic
analyzer was proposed for scrutinizing the legitimacy of
simple, complex, and compound Bangla sentences in 2018
[15]. A more recent study by Faisal et al. [18] presented
a rule-based method for identifying grammatical errors in
Bengali sentences employing only POS tags. First, they clas-
sified words into one of seven POS tags and then checked
whether the resulting tag combination followed any of their
manually written rules.

2.2 Statistical methods

In the case of statistical methods, the n-gram language
model [20, 24, 29, 30] is found to be the most widely used
where a few approaches utilized the frequency of words
[21, 22] and term frequency-inverse document frequency
(TF-IDF) [25] to fix Bangla grammatical mistakes. For
instance, Kundu et al. [20] come up with a natural lan-
guage generation (NLG)-based approach for Bangla GEC,
which first transforms the input sentence into word vectors.
These vectors are then fed into a bi-gram language model
to determine whether the sentence is grammatically correct
or not. Rana et al. [27] and Hossain et al. [30] have also
introduced methods that combine bigram and trigram mod-
els to tackle Bangla homophone errors in real-world text
and Bangla GEC, respectively. A similar method has been
presented by Mridha et al. [28], which is the coalescence
of bigram and trigram models, for addressing sentence-
level missing word errors. Recently, a higher order n-gram
(n = 6) model has been proposed to cluster Bangla words
considering their contextual and semantic similarity [26].
However, to resolve the zero probability issue in the n-gram
model, some approaches utilize smoothing techniques such
as Witten—Bell [23, 24] and Kneser—Ney [29]. In 2020,
Rahman et at. [29] experimented with both Witten—Bell
and Kneser—Ney smoothing approaches to deal with miss-
ing words in the corpus. Their empirical outcomes mani-
fested that Kneser—Ney outperforms Witten—Bell. Moreo-
ver, [21] and [22] have brought forward a Bangla grammar
checker that counts the frequency of words. While a graph-
based edge-weighting method has been described in [22]
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to measure the semantic similarity between two words, a
confidence score filter has been delineated in [21] to elect
an appropriate sample from the outcomes. Lately, Nipu and
Pal [25] proposed another Bangla grammar checker utilizing
a vector space model (VSM) with TF-IDF scores.

2.3 Machine learning and deep learning-based
methods

Due to recent advancements in Bangla NLP, machine learn-
ing [31, 32] and deep learning [33, 37, 39, 41, 42]-based
approaches have become prominent in the Bangla GEC task
because of their impressive performance. Especially, deep
learning-based methods have received significant attention
for their versatility in handling different types of grammar
errors. In 2013, Kundu et al. [31] introduced a method that
uses the K-Nearest Neighbors (k-NN) algorithm to correct
Bangla grammatical errors. In addition, they introduced an
active-learning-based novel complexity estimation matrix
(CMM) for quantifying the grammatical intricacy of a
sentence. A more recent study by Mridha et al. [32] pre-
sented a Naive Bayes classifier to address the same task to
a broader extent, as it incorporates both typographical and
grammatical errors. However, a word embedding-based
tactic has been described in [34, 38], and [41] to grasp the
semantic meaning, followed by cosine similarity to measure
the semantic similarity of words. In [34], the authors use
a pre-trained word2vec model with an embedding size of
300, which was trained on Bangla Wikipedia texts, to find
semantic textual similarity. Pandit et al. [38] investigated a
path-based and a distributional model for calculating seman-
tic similarity in Bangla. Their experimental results favored
the distributional model, which employed word2vec, over
the path-based one. Furthermore, Igbal et al. [41] inspected
word2vec, GloVe, and FastText to calculate semantic simi-
larity and found that FastText with a continuous bag-of-
words outperformed word2vec and GloVe. Recent studies
have utilized recurrent neural networks (RNN) to keep pace
with advancements in NLP [33, 37, 39, 40]. Rakib et al.
[36], for instance, used a Gated Recurrent Unit (GRU), a
type of RNN cell, on an n-gram dataset to anticipate the
next most appropriate word in Bangla sentences in 2019.
In the same year, Islam et al. [37] employed long short-
term memory (LSTM), another type of RNN cell, in the
sequence-to-sequence model to generate coherent and gram-
matically correct Bangla sentences. Likewise, in 2021, the
LSTM RNN cell is utilized by Chowdhury et al. [40] to
determine the suitability, adjacency, and anticipation of sim-
ple Bengali sentences. Recently, Anbukkarasi and Varad-
haganapathy [42] proposed a GRU-based grammar checker
for Tamil which is a low-resource language. Furthermore,
several studies have presented strategies that leverage the
advantages of bidirectional LSTM RNNS [33, 35, 39]. Islam

@ Springer

et al. [33] introduced a seq2seq model for both correcting
and auto-completing Bangla sentences. Even though they
employed a bi-LSTM RNN in the encoder, a conventional
LSTM RNN with attention is used in the decoder part of
the seq2seq model. Abujar et al. [35] and Noshin et al. [39]
proposed bi-LSTM-RNN-based methods for predicting the
next word in the sequence and correcting real-word errors in
Bangla, respectively. Lately, the T5 model has been utilized
by [48] for Bangla grammatical error correction, where it
underwent fine-tuning on a tiny corpus consisting of only
9385 sentences, which is not enough for such a model. Nev-
ertheless, we encountered the unattainable reproducibility of
this endeavor, rendering the findings inconclusive.

2.4 Drawbacks of different methods

In brief, rule-based approaches are limited to a few rules
when detecting Bangla grammatical errors, and their perfor-
mance largely depends on POS tags. While these approaches
are capable of efficiently correcting syntactic errors, they
have limitations in their ability to address semantic errors.
They are neither language-independent nor easy to main-
tain and update. In the case of statistical methods, reliable
performance depends heavily on the quality of the corpus.
Therefore, it is essential to have a balanced corpus for these
methods to be effective. However, statistical methods strug-
gle with correcting complex errors and have limitations in
handling domain-specific language. Similarly, the machine
learning-based approaches vastly rely on annotated training
data, and they also have several limitations such as a lack of
interpretability and performance degradation in noisy envi-
ronments. On the flip side, deep learning-based methods
outperform other approaches given sufficient training data.

However, the biggest barrier to the development of
Bangla GEC is the scarcity of publicly available large-scale
parallel corpora for the task. To address this challenge, we
first develop a large-scale parallel corpus for the Bangla
GEC task and make it publicly available. To the best of our
knowledge, we are the first to propose a transformer-based
method for Bangla grammatical error correction.

3 Corpus creation

The scarcity of parallel corpora is the most significant bar-
rier to the development of effective natural language pro-
cessing systems for grammatical error correction. In recent
years, the availability of parallel corpora for some languages
like English has significantly improved [4], but the situation
is not the same for languages like Bangla due to limited
resources. Therefore, we take the initiative to make Bangla a
resourceful language for the GEC task by developing a large-
scale parallel corpus. To do so, we identify seven primary
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types of Bangla grammatical mistakes, including errors in
verb inflection, number (bochon), word choice (homonym),
sentence structure, punctuation, the agreement between sub-
ject and verb, and sentence fragments because of a missing
subject or verb. Furthermore, sentence fragments can be
further classified into four categories: subject missing, verb
(from the dictionary) missing, auxiliary verb missing, and
main verb missing. The grammatical errors we incorporated
into our corpus are described below.

Verb Inflection. It refers to a set of letters that correlate
one word to another, particularly a noun or pronoun to its
corresponding verb or adjective, in a sentence. It varies
depending on the changes in number (bochon). Using
verb inflection incorrectly can disrupt the relationship
between a verb and its associated noun within a sentence.

For example: (correct) YMCIT TN @Fh T#1e
T @7 1 = (erroneous) ATHCAL STACH QTG T MTet
T a7 1.

Number (Bochon). In Bengali grammar, the act of deter-
mining the quantity of nouns and pronouns is known as
number (bochon). There are two types of numbers
including singular and plural. This type of error occurs
when the number of a noun or pronoun does not match
the number of the verb, adjective, or article used in the
sentence. There could be three variants of errors in num-
ber (bochon): (i) using a singular verb with a plural sub-
ject, or vice versa, (ii) using a singular article or adjective
with a plural noun, or vice versa, and (iii) using a singu-
lar pronoun to refer to a plural noun or vice versa. It is
worth mentioning that these errors can make a sentence
difficult to understand or change its semantic meaning
altogether. Therefore, it’s important to pay attention to
the correct use of singular and plural forms in Bengali
grammar to ensure clear and effective communication.

For example: (correct) O fFeararg 84 aATOR T\
AIFCAN N1 — ( erroneous) ST fearaiong BY QU0
NG AIFCAN 1.

Word Choice (Homonym Error). A homonym error is
a mistake where two or more words sound the same but
have different meanings. The wrong choice of words in
a sentence essentially leads to confusion and miscom-
munication, especially in written language. Also, the
mistake in choosing appropriate homonyms brings up the
compatibility issue of the sentence. For example:
(correct) 92 NI w777 T&dl FICATCNE TOTTHR
FIFIF TACF IS I 1 — ( erroneous) G2 %IW@%W
w7 T2e FICATCNE TOTCH AP TACP B Id11.
Sentence Structure. It occurs when the arrangement of
words in a sentence is incorrect, which consequently
makes the sentence grammatically incorrect. It often
changes the intended meaning and makes the sentence
difficult to understand. For example: (correct) TPY

BIEYA| 1 - ( erroneous) TG BT
o e

Punctuation. Punctuation marks are symbols that are
used in writing to clarify the meaning and structure of
a sentence. Some common punctuation marks in Bangla
include full stop or period (), comma (,), semicolon (;),
colon (3), question mark (?), and exclamation mark (!).
This type of error occurs when the punctuation marks
are not used or are used incorrectly in a sentence. These
errors affect the clarity and meaning of a sentence. For
example: (correct) @I Hiaq IBIRN ATl @I TH
TSR AT ATY- ( erroneous) QT BT BTN
AT @F T NATST T ATT).

Subject-Verb Agreement. This type of error occurs
when there is a mismatch in person and number between
the subject and verb. In Bangla grammar, person refers
to the grammatical category that indicates the relation-
ship between the speaker and the subject. Bangla gram-
mar recognizes three persons - first person, second per-
son, and third person. To ensure correct grammar in
Bangla, the verb must agree with the subject in both
person and number. For instance, if the subject is singu-
lar, the verb must be singular as well, and if the subject
is plural, the verb should be plural. Similarly, if the sub-
ject is in the first person, the verb must also be in the first
person, and so on. For example: (correct) %ﬁﬁl’(fﬁ

WWW WWWDH
(erroneous) Bfy %IC@T T TS T | cofrzees » O

W@Wﬁ«—r

Sentence Fragments In Bangla grammar, a sentence
fragment refers to a collection of words that do not con-
stitute a complete sentence or convey a complete idea.
These phrases usually lack a subject, a verb, or both,
making them unable to function as complete sentences
independently. Such a fragment can arise when a writer
neglects to provide a complete sentence or excludes nec-
essary components. This may cause ambiguity or misin-
terpretation in communication, leading to confusion or
misunderstanding.

— Subject Missing. This pertains to the circumstance in
which the subject is left out or not included. For exam-
ple (Correct) T\_T:_\[ W JNTINT E?’I NBIE]
AIGCATOT TIOICHS TFT8 IO @IZ I
T8I TCHR | — ( erroneous) SNCICR SIFI e
I ATGCNTOF THOICHA THCI8 IO AF2
BT TSI 20 .

— Verb (from the Dictionary) Missing. This refers to
a scenario in which a verb is absent from a predeter-
mined list. To address this type of mistake, we com-
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pile a list of verbs beforehand from online Bangla
dictionaries. For example: (correct) INFOIE
JACEA , TR N @7 e H1da 72 Qi
ATIIGN TP Y L@ BICaiesy 4 200 |
— (erroneous) IAIFO I IACE , TP Y GFGH
TFIAT AIAE ATIIGN TANF 197 W30 e
BICATT AN 2CICE .

— Auxiliary Verb Missing. This type of error occurs
when the sentence lacks an auxiliary verb. For exam-
ple: (correct) FooIT0 F™Y TIGIR 4T3 26
ey oE TACH T THACO! ATSAHCF |
— (erroneous) FOITS AN TAGIF T b O
SRS TATH TNCA Tl ATSAFTT 1.

— Main Verb Missing. This error arises when the sen-
tence is missing a main verb. For example: (correct
) QT BITHR A AT SNTINT GATY FTCD
T(J1 — ( erroneous) AT OICHT Y @"TTW?T
SN GAT 2 1.

3.1 Data sourcing

We source the raw data from a publicly available corpus
named BanglaParaphrase [47], which comprises approxi-
mately 466k pairs of high-quality synthetic paraphrases in
Bangla. These paraphrases are carefully crafted to ensure
both semantic coherence and syntactic diversity, thus guar-
anteeing their superior quality.

3.2 Data augmentation

We introduce the previously discussed ten types of Bangla
grammatical errors in the sourced data employing the noise
injection technique. To do so, we consider each sentence as
a finite set of words denoted as S = {W,, W,, ..., Wy_;, Wy}
where N is the length of the sentence such that N € Z*.
Furthermore, each word W; € S is considered as another
finite set of Bangla characters which is represented as
W, ={C,,C,,....,Cy_1,Cy} where M is the length of
the word such that M € Z* as well. However, four differ-
ent approaches have been initiated to propagate these ten
types of errors due to their complex structures. Our process
ensures that each synthetic erroneous sentence has only
one mistake. Nevertheless, some sentences contain multi-
ple erroneous words, and we take all of them into account
in separate sentences. Therefore, this results in one correct
sentence and multiple incorrect versions.

An analogous procedure has been implemented to embed
verb inflection, number (bochon), and punctuation errors
into a sentence, S. Firstly, a set of suffixes for inflection and
number (bochon) errors and a set of Bangla punctuations
for punctuation errors are collected, which are delineated
as A ={ay,a,,as,...,az} where a; € A is the jth suffix or
punctuation symbol. The items in set A are further grouped
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into sub-lists based on the similarity of suffixes or punctua-
tions which is denoted as D; = [d,,d,.,d5, ... dg] such that
d; € A and D; is the ith sub-list. Next, a dictionary is cre-
ated incorporating these similar groups, which is described
as F={G, : D|,G, : D,,...,Gy : Dy} where G; is the
Jth group name and D; is its corresponding list of similar
suffixes or punctuations. Then, we iterate each word of a
sentence, W; € S, and determine whether it is found in the
dictionary, F. If W; € F, we replace W, with another suffix
or punctuation d; from its corresponding group, D;, such
thatd; € A.

The same list of Bangla homonyms used by [45] is
being utilized here. The homonym words’ list is defined as
H = [(hy,py), (hy, py), ..., (hg, px)] where hj is the jth word
of the list and p; is its respective homonym version. To prop-
agate the error, we iterate each word, Wj, in the sentence, S,
and if it is found in the homonym words’ list, H, we simply
replace the word with its homonym version. Likewise, we
accumulate a list of verbs, denoted as V = [v, v5, V3, ..., V],
from an online dictionary through web-scraping [45] to
introduce the missing verb (from the dictionary) error.
Again, we go through each word, W, in a sentence, S, and
remove it upon its appearance in the previously collected
verbs’ list, such that W; € V. On the other hand, we intro-
duce errors in sentence structure by randomly exchanging
the positions of two words within a sentence.

In order to generate synthetic errors related to sub-
ject—verb agreement, missing subjects, missing auxiliary
verbs, and missing main verbs, we make use of parts-of-
speech (POS) tags obtained from a Bangla language toolkit
called bnlp.! To begin with, we generate corresponding POS
tags for each word, W,, in the sentence, S, which is denoted
as S, = {pt,,pt,, ..., pty}. Then, we iterate through the tags
set, S,, and perform the following three operations: if the pos
tag indicates a pronoun, auxiliary verb, and main verb, we
remove it to introduce a missing subject error, missing aux-
iliary verb error, and missing main verb error, respectively.
However, a slightly different approach is taken to introduce
errors in subject—verb agreement. To do so, the subject and
verb in the sentence (S) are determined using the POS tag
list (S,). Then, the subject is changed so that it mismatches
with the form of the verb. In order to keep the resultant
sentence semantically coherent even after introducing the
error, a similar dictionary, previously used when introducing
errors in verb inflection, number (bochon), and punctuation,
has been developed for subjects as well.

3.3 Corpus statistic

The developed Bangla GEC corpus comprises ten distinct
types of errors. The errors in verb inflection are found to be

! https://github.com/sagorbrur/bnlp.
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the most frequent (25.51%) and word choice is found to be
the least frequent (2.09%) type of error in the corpus. The
error in verb inflection is the second largest type of error,
containing 1,804,721 pairs of instances, which is slightly
above a quarter. Four out of ten types of errors, including
verb inflection, number, errors in sentence structure, and
main verb missing errors, comprise 78.60% of total errors in
the corpus, while the remaining six comprise the remaining
21.33% of errors. Even though word choice or homonym
errors, punctuation errors, subject—verb agreement errors,
subject missing errors, missing dictionary verb errors, aux-
iliary verb missing errors, and main verb missing errors
comprise 2.09%, 7.40%, 3.22%, 2.19%, 2.44%, and 3.36%
of the corpus, respectively, each type of error contains a sub-
stantial amount of instances. For instance, the top three least
frequent types of errors are word choice or homonym errors,
missing dictionary verb errors, and subject missing errors,
each containing 147,737, 172,704, and 197,540 instances,
respectively.

The percentage of different error types is justified as none
of them were introduced manually. All the instances have
been crafted automatically based on the underlying cor-
pus and predefined suffixes which are carefully extracted
by experts in the language. Moreover, error related to word
choice is the least common in the corpus, which is logical
considering the fact that the Bangla language has a relatively
small number of homonyms. On the other hand, the most
prominent error type in the corpus is related to verb inflec-
tion, which is not surprising given the fact that the Bangla
language has a wide range of verb inflection suffixes.

4 Methodology

The proposed method is twofold: initially, a transformer-
based seq2seq (MarianMT [49]) model, u(.), undergoes
training on a Bangla Paraphrase task, and subsequently, the
acquired knowledge is transferred to an identical model that
is tweaked for the Bangla GEC task. In either case, the ini-
tial step involves passing an input sentence, [x;,x,, ..., X,],
through a pre-trained Bangla tokenizer, z(.), that transforms
the text into numerical data. After the input sentence has
been tokenized, it is then fed into the model, x(.), to make a
prediction. Finally, the model’s prediction is assessed using
relevant metrics specific to the task at hand. The entire
Bangla GEC method is depicted in Fig. 1. In mathematical
terms, the entire process can be succinctly summarized as:

5) = M(T([.X],.Xz, 7-xn])) (1)

4.1 Problem formulation

The word-level Bangla grammatical error correction
task strives to map an erroneous sequence denoted as
X = [x;,X,, ..., x,] into the corresponding correct sequence
denoted as Y = [y, y,, ..., ¥, ] where X; and Y; are the ith and
Jjth word of the erroneous and correct sentences, respectively,
such that the lengths n € Z* and m € Z* but are not neces-
sarily required to be equal. The erroneous sentence, X, is
first fed into the pre-trained tokenizer, z(.), that tokenizes
X which is represented as X; =[x, ,x_,...,x, ]where x_is
the numerical value of ith token if and only if the word is
present in the vocabulary, otherwise a unknown (< unk>)
token. Next, the Bangla grammatical error correction model,
denoted as u(.), processes the tokenized sentence X, and
produces a prediction referred to as y. Lastly, the model’s
prediction is assessed by means of several evaluation metrics
by comparing § with corresponding target.

4.2 Panini

It is essentially a tweaked MarianMT [49], which is a Vas-
wani et al. [46] style seq2seq transformer model, for Bangla
GEC Task. MarianMT[49] was selected primarily because it
incorporates several low-resource machine translation tech-
niques for grammatical error correction (GEC) tasks and has
achieved state-of-the-art results in neural GEC on several
benchmarks, such as the CoNLL-2014 and JFLEG test sets.
However, the model consists of a stack of 12 encoder and
decoder blocks, with each block including self-attention,
recurrent connections, and feedforward neural networks.
Below are the descriptions of the encoder and decoder
blocks.

4.2.1 Encoder

It is responsible for processing the input sequence of tokens,
X; = [x;,x,,...,x; ], and producing a sequence of hidden
states that capture the meaning and context of each token in
the input by incorporating positional encoding. Especially,
each encoder layer includes a self-attention mechanism that
computes attention scores between all pairs of tokens in
the input sequence, and a feedforward neural network that
applies a nonlinear transformation to the output of the self-
attention mechanism. The self-attention mechanism com-
putes a weighted sum of the hidden states for each token in
the input sequence, where the weights are based on the simi-
larity between the token and all other tokens in the sequence.
This allows the encoder to focus on the most relevant parts
of the input sequence for each token, taking into account the
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context in which it appears. However, transformer model
uses multi-head self-attention to capture multiple relation-
ships, increase expressive power, become robust to varia-
tions in data, and address regularization. The formula for
calculating each head’s self-attention is as follows:

T

Attention(Q, K, V) = Softmax 2)

k

Here, Q, K, and V are matrices of queries, keys, and values,
respectively. The d, is the dimension of Keys that is utilized
to scale the resultant score.

The multi-head self-attention is essentially the amalgama-
tion of each head’s outcome which can be represented as,

MultiHead(Q, K, V) = Concat(Head,, Head,, ... , Head,)W’
3
Head; = Attention(QWiQ, K WiK , VWl.V) 4)

Here, Head, is the ith head, and Wl.Q, WZ.K , WiV are the cor-
responding weight metrics of the queries (Q), keys (K), and
values (V).

Finally, a feed-forward neural network (F{(.)) takes the
response of multi-head self-attention followed by a recur-
rence connection and applies a nonlinear transformation to
the output of the self-attention mechanism, which allows the
encoder to capture more complex relationships between the
tokens in the input sequence.

4.2.2 Decoder

It is responsible for generating the output sequence based
on the encoded input sequence generated by the encoder.
The decoder is auto-regressive that takes the encoded input
sequence and generates the output sequence token-by-token.
Each decoder layer comprises of masked multi-head self-
attention layer, multi-head attention layer, and feed-forward
neural network layer. First, masked self-attention is com-
puted over the target sequence Y. The masked multi-head
self-attention layer is similar to the self-attention layer in the
encoder but with a mask applied to ensure that the decoder
cannot attend to future tokens in the output sequence. This
sub-layer allows the decoder to attend to relevant parts of the
output sequence generated so far and capture the dependen-
cies between the tokens in the output sequence. Next, atten-
tion is computed over the encoded hidden representations H.
The multi-head attention layer is responsible for attending
to the encoded input sequence generated by the encoder.
This sub-layer enables the decoder to incorporate informa-
tion from the input sequence into the output sequence and
produce a translated version of the input sequence. Then, a
position-wise feed-forward network is applied to the output
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Table 1 Statistic of the Bangla GEC corpus

Error type #No. of instances Percentage (%)
Verb inflection 1,804,721 25.51
Number (Bochon) 709,480 10.03
Word choice (homonym error) 147,737 2.09
Sentence structure 1,795,641 25.38
Punctuation 523,255 7.40
Subject—verb agreement 227,534 3.22
Subject missing 197,540 2.79
Verb (from the dictionary) 172,704 2.44
missing

Auxiliary verb missing 237,741 3.36
Main verb missing 1,258,072 17.78

Total = 7,074,425

representation obtained in the previous step. The feed-
forward neural network (F(.)) layer applies a non-linear
transformation including residual connections and layer
normalization to the output of the attention layers to gener-
ate the final output sequence. During training, the decoder
uses teacher forcing, where the true previous token is fed
as input to the decoder at each time step. During inference,
the decoder generates the output sequence token-by-token
by recursively predicting the most likely token at each time
step based on the previous tokens and the encoded input
sequence.

5 Experimental analysis
5.1 Bangla GEC corpus

We developed and published a large-scale Bangla GEC par-
allel corpus containing 7,074,425 (~7.1M) source-target
pairs. It amalgamates 10 distinct types of Bangla grammar
errors, as depicted in Table 1. To maintain optimal model
performance and avoid unnecessary asymptotic complex-
ity, we limited the maximum sentence length to 50, as we
observed that including longer sentences did not yield any
improvements in model performance. The frequencies of
sentence lengths are illustrated in Fig. 2. We employ the
dataset for the Bangla grammar error correction task by par-
titioning it into training, validation, and test sets, ensuring
that all three subsets incorporate the comprehensive range
of all 10 error types.

e Training Set: There are 5,730,275 (=5.73M) instances in
the training set. This subset is primarily utilized to train
the model. The model assimilates information from these
instances to discern intricate patterns, establish correla-
tions, and generate accurate predictions.
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Fig.1 (Top) The Panini is initially trained on the Bangla paraphrase
task. It begins by taking a source sentence as input, which is then
tokenized using a pre-trained tokenizer, 7(.). Finally, the model, u(.),
generates a prediction. The knowledge acquired during this process
is saved for further use. (Middle) We employed transfer learning by
initially subjecting the model to pretraining on the Bangla paraphrase
task, followed by harnessing the saved weights to enhance both the
learning dynamics and the efficacy of the model for the Bangla gram-

matical error correction task. Here, the term ’knowledge’ refers to
the insights garnered from the Bangla paraphrase task. (Bottom) The
Panini is being trained here to address the BGEC task, harnessing
the knowledge accrued from the Bangla paraphrase task via transfer
learning. The process commences by embracing an erroneous input
sentence, subsequently subjecting it to tokenization using the pre-
trained tokenizer, z(.). These tokenized inputs are then fed to the
model, u(.), which proficiently generates the requisite correction

Fig.2 The instances versus 600000 |
sentence length plot, which pro-
vides a visual representation of
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e Validation Set: It comprises 636,702 (x636.7K)
instances which are used to assess the performance and
fine-tune the parameters of the trained model.

e Test Set: The test set encompasses 707,448 (x707.4K)
instances, which are kept untouched during training or
validation to evaluate the generalization capabilities of

10

|““|||IIIII'III-.
20 30

Length of the sentence

40 50

the model, unveiling an impartial gauge of its efficacy in

handling unseen data.

5.2 Baselines

e Bangla-T5 [47]. This is a large-scale pre-trained lan-
guage model for the primary purpose of performing the
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Bangla paraphrase task. As it is a transformer-based pre-
trained sequence-to-sequence model, we further fine-
tuned and cross-checked its performance on the Bangla
GEC task by transferring knowledge.

e T5-Small [50]. It is an efficient version of the T5 lan-
guage model developed by Google, designed to require
fewer resources while still maintaining high perfor-
mance. We first fine-tuned the model for the downstream
Bangla paraphrase task. Then, we tailored the model for
the Bangla GEC task while transferring the knowledge
gained from the paraphrasing task.

5.3 Performance evaluation

e Accuracy and F1-Score. Accuracy and F1 score are two
commonly used metrics to evaluate the performance of a
model. Accuracy is a measure of how often the model is
correct in its predictions. It is defined as the number of
correct predictions divided by the total number of predic-
tions. Mathematically, it can be expressed as:

TP + TN s
TP +TN + FP + FN )

Accuracy =

where TP is the number of true positives, TN is the num-
ber of true negatives, FP is the number of false positives,
and FN is the number of false negatives. While accuracy
is a useful metric, it can be misleading in cases where the
classes are imbalanced. The F1 score is a more balanced
metric that takes into account both precision and recall.
Precision measures how many of the positive predictions
are correct, while recall measures how many of the posi-
tive examples are correctly predicted. The F1 score is the
harmonic mean of precision and recall and is calculated
as follows:

recision X recall
2% p—

F1 Score = 6
precision + recall ©)
where precision = ——— and recall = ——
p TP+FP TP+FN’

e BERT Score. It measures the similarity between two
pieces of text based on their semantic meaning. The
mathematical equation for BERT score is as follows:

BERT

N
BERT Score = % X Z F1Score(BERT j;yi1arity,
i

precision; >

of words in the second text that have a matching word
in the first text.

e SacreBLEU. It also measures the similarity between pre-
diction and one or more human-annotated references. It
evaluates not only the accuracy of individual words but
also the overall fluency and coherence of the translated
text. The score ranges from 0 to 100, with higher scores
indicating better performance. The mathematical equa-
tion for calculating SacreBLEU score is as follows:

SacreBLEU = 100 x (15 x ( 3@/ Neram maiches
total Ngrams
®)
__ reference length
B P - min(l’ e(l mmmlmlen;h) (9)

where BP or Brevity Penalty is a penalty term that
adjusts the score for the length of the candidate predic-
tions relative to the length of the reference annotations,
the reference length, and candidate length are the length
of the concatenated predictions and candidate annota-
tions, respectively. The sum of n-gram matches indicates
the total number of matching n-grams in the candidate
annotations and total n-grams refers to the number of
n-grams in the candidate predictions.

5.4 Hyperparameters

The default configuration for MarianMT [49] uses six stacked
layers for both the encoder and decoder. Likewise, Marian-
MT’s default hidden layer size of 512 is utilized to represent
the feature vectors. A learning rate of 5 x 10° is employed
with a batch size of 16 during the training process. The model
is trained for 30 epochs with the AdamW optimizer for updat-
ing the weights of the network to minimize the loss function.

5.5 Transformers on Bangla GEC task
5.5.1 Quantitative result

The quantitative results of different BGEC baselines
are demonstrated in Table 2, which explicitly manifests

BERTrecull-) (7)

where N is the number of text pairs being evaluated,
F1 Score is the harmonic mean of BERT,,,,, and
BERT,c4i1> BERT yj1airy, 18 the cosine similarity between
the embeddings of the two text pieces, BERT,,,;,y, the
proportion of words in the first text that have a matching

word in the second text, and BERT,,,; is the proportion
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the preeminence of our proposed Panini model over the
BanglaT5 and T5-Small models in the BGEC task by attain-
ing an accuracy score of 83.33%, an fl-score of 0.833, a
BERT score of 99.43, and a ScarceBLEU score of 95.9.
However, the T5-Small model exhibits relatively infe-
rior performance compared to the other models, which is
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Table 2 The table of the

o Method Training Inference Param. (M)
quantitative results, where the
empirical outcomes of our Loss Accuracy (%) F1 score BERT score ScarceBLEU
proposed Panini are compared
with other transformer-based BanglaT5 421 %1072 64.52 0.645 97.5 84.4 247.53
baselines for the BGEC task T5-Small  45x1072 5953 0.595 96.73 80.3 60.51
Panini 279% 1072  83.33 0.833 99.43 95.9 74.36

Table 3 The qualitative results table that elucidates the effectiveness of Panini and other transformer-based baselines in rectifying Bangla gram-

matical errors

BTN I3 JCAN, @Bl TI N T 08 *ITO Y 012 OIFI NCN FACRN | ( He also said that they think it is not a terrorist activity.)

(BanglaT5) TO N A8 0w, @ft I T3 08 °IF0 N JCA12 BT NCN FACRN | ( He also said that they think it is not a terrorist activity.)

(Input)

)
(T5-Small)

(x)
( Panini)

)
(Input)

SN TS JCAN, @Bl TIN TH 08I0 Y JCe12 BT ACN FACR | ( He also said that they think it is not a terrorist activity.)
O A JCA, @fls THN T TS ATOT N ICe12 OI1 NN FACRA | ( He also said that they think it is not a terrorist activity.)

ST ACHT AT AL AT AT IR SR RTH RCHIRTCH AL FC, TR TAST @ ZIANTE G

SICHE ST @I AT ARRCS ST Rears) e @eiart Swiea boe A9, TR RearsIar Siend Sig
T Q=B MY 1 ( Most of them are ordinary civilians who support the rebels against Bashar al-Assad, who opt to relocate
to the rebel-controlled areas in Idlib instead of staying in the restricted territories under Assad’s control, where the rebels hold

their last remaining territory.)

(BanglaT5) OICHA NCKF AKFILAE IR Tegd I I SRR [RF T KRR IR SN I, TR TISE @ I ( Most of them

are ordinary people who support the rebels against Bashar al-Assad, who are arrested and harassed) ( X)

(T5-Small)

SITHE TCKF ATKFIAE ALK ATy [T I A ] e ITnd SN FCF, TR TASE @ 2IFITN ( Most of

them are ordinary people who support the rebels against Bashar al-Assad, who are arrested and harassed) ( X)

( Panini)

SICHS AT ST R AT I A S e Feariene Sl e, 1 TAg 8 2791 9y

NN CWQW@WWGW ATIRCO SR T 31 e I“RIIQEO G BRIACI BCE I, TIATCA A §< 1 OItnd T¥
SATHE A TUA FCH 1 ( Most of them are ordinary civilians who support the rebels against Bashar al-Assad, who opt to
relocate to the rebel-controlled areas in Idlib instead of staying in the restricted territories under Assad’s control, where the

rebels hold their last remaining territory.) (v')
(Input)

T CHY FCF [NCH TOCE BCA TSN | ( At the end of the morning, went to the lower deck.)

(BanglaT5) TYIH U9 S¢S TNCHI TYCH BLel TN | ( At the end of the morning, I went to the lower deck.) ( X)

(T5-Small)
( Panini)

COI TN FCF AT [NTHH TS BCA THEN | (At the end of the morning, I went to the lower deck.) ( X)
T TAF ¢TSI TNCER TUCF B THAN | ( At the end of the morning we went down to the lower deck.) ( X)

expected given its substantially lower number of trainable
parameters. On the other hand, the BanglaT5 model, which
possesses around 3.5 times more parameters than our model,
falls significantly short in all evaluation criteria, making it
the second-best performer overall. Our Panini outperforms
BanglaT5 with a substantial lead, improving the accuracy
score by 18.81%, the f1-score by 0.19, the BERT Score by
1.93, and the ScarceBLEU score by 11.5.

5.5.2 Qualitative result

Table 3 exemplifies the qualitative outcomes of BanglaT5,
T5-Small, and Panini. It unequivocally illustrates the out-
standing performance of Panini compared to BanglaT5 and
T5-Small models. Our Panini model excels in rectifying a
myriad of grammatical errors, including subject—verb
agreement, tense inconsistencies, articles, prepositions,
punctuation, and verb agreement, to name a few. This

extraordinary proficiency showcases its superior aptitude
in capturing intricate language patterns across diverse
error typologies contrasted to the other two baseline mod-
els. Moreover, Panini exhibits adeptness in resolving
errors in long sentences, in which the other two baselines
fall short. Furthermore, the errors made by our method
also manifest a discernible degree of meaningfulness, duly
considering the semantic meaning of the predicted sen-
tence. For instance, for the erroneous input “C9Td T
FCA TNCHA TP BCA TN |7, it generated the correc-
tion as “TOIH T ¢ N TNCHH THLF BCe TN 1,
which is not semantically wrong at all.

To make the grammatical correction, our Panini takes
the erroneous sentence as input and processes it using
the encoder module. However, the decoding process
begins by generating the first token of the target sen-
tence using embeddings and positional encodings, simi-
lar to the encoder. Then, the decoder’s masked multi-head
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Fig. 3 Illustration of the attention dynamics across the source errone-
ous sentence for each decoding step

Table 4 Comparing the empirical outcomes of various transformer-
based methods on the Bangla paraphrase task

Method SacreBLEU BERT score Param. (M)
BanglaT5 29.6 89.29 247.53
T5-Small 20.8 86.86 60.51
Panini 27.5 91.13 74.36

self-attention mechanism focuses on the generated tokens,
aiding the understanding of token relationships. Next, the
encoder—decoder attention allows the decoder to refer-
ence the source sentence, aiding alignment between the
source and target. Finally, the decoder predicts subsequent
tokens using self-attention and encoder—decoder atten-
tion, iteratively generating tokens until the end-of-sentence
(< EOS >) token is reached. Figure 3 illustrates how each
word in the source erroneous sentence attends to and influ-
ences the words in the target corrected sentence during the
translation process.

5.6 Transformers on Bangla paraphrase task

The BanglaT5, T5-Small, and Panini demonstrate com-
petitive performance in the Bangla paraphrase task. While

BanglaT5 and Panini achieve the highest SacreBLEU score
and BERT score, respectively, the T5-Small model has the
fewest trainable parameters among them, which refers to bet-
ter asymptotic complexity. The BanglaT5 scores the highest
SacreBLEU score of 29.6, which is 8.8 and 2.1 points higher
than the performance of the T5-Small and Panini models. On
the other hand, Panini enhances the BERT score of BanglaT5
and T5-Small by 1.85 and 4.27 points, respectively. Despite
achieving a higher SacreBLEU score than Panini, BanglaT5’s
size is 3.33 times larger than that of Panini, which results
in a significant increase in asymptotic complexity. This
leads to atypical training and inference time. On the con-
trary, T5-Small, with the smallest parameter size of 60.51M,
fails to achieve a high SacreBLEU or BERT score. Here,
our Panini achieves the highest BERT score of 91.13 and
demonstrates competitive performance in terms of the Sacre-
BLEU score, considering its relatively small parameter size
(Table 4).

5.7 Ablation study

To assess the influence of training corpus size on the effi-
cacy of our proposed Panini, we undertook a series of experi-
ments employing three different versions of the training set.
We evaluated their performance on a shared test set, which
comprised 50K instances. The three training sets varied in
size, with the first and second sets scaled down by factors of
100 and 50, respectively, compared to the actual set. These
smaller sets contained approximately 57.3K and 114.6K
instances, respectively. In contrast, the third set was a com-
prehensive large-scale training set consisting of around
5.73M instances. The empirical performance of Panini on
these three versions of the corpus can be found in Table 5.
The empirical findings (Table 5) emphasize the significant
impact of utilizing a large-scale corpus in Panini to achieve
optimal performance. During the model training on 57.3K
instances, it achieved an accuracy of 52.28%, an f1 score of
0.523, a BERT score of 98.64, and a SacreBLEU score of
89.1, respectively. Then, training the model on another vari-
ant of the corpus, consisting of 114.6K instances, led to slight
improvements in accuracy, f1 score, BERT score, and Sacre-
BLEU, with an increase of 6.44%, 6.4 x 102, 0.18, and 1.5,
respectively. Although these improvements were negligible,
training the model on the actual training set, which comprised

Table 5 The effectiveness of

Ay Method Corpus size Inference
our proposed Panini in the
context of the BGEC task across Train Test (K) Accuracy (%) F1 score BERT score SacreBLEU
varying sizes of the training
corpus Panini 57.3K 50 52.28 0.523 98.64 89.1
Panini 114.6K 50 58.72 0.587 98.82 90.6
Panini 5.73M 50 87.52 0.875 99.61 96.3
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Fig.4 The empirical outcomes of Panini on three different-sized
training sets in terms of accuracy, BERT Score, and SacreBLEU

5.73M instances, resulted in more significant enhancements,
with an increase of 35.22% in accuracy, 0.352 in f1 score,
0.97 in BERT score, and 7.2 in SacreBLEU, respectively
(Fig. 4).

The ablation study serves as a vivid depiction of how cor-
pus size profoundly impacts the model’s performance. The
findings of this study provide a lucid and all-encompassing
comprehension of the intricate interplay between the size
of the training corpus and the efficacy of the model. As the
corpus size increases, our model consistently exhibits a dis-
cernible elevation in its performance trajectory. This empiri-
cal insight emphatically underscores the pivotal role data
volume plays in increasing the model’s performance, thereby
enhancing its proficiency and effectiveness.

6 Conclusion

The Bangla grammatical error correction task holds para-
mount importance in ensuring the utmost perspicuity and
scrupulousness of written Bangla text, thus bestowing a
pinnacle of clarity and precision. In response to the task, a
monolingual transformer-based baseline for Bangla gram-
matical error correction has been introduced in this study,
aiming to fulfill the need for an effective BGEC method
in the Bangla language by utilizing transformer models. In
pursuit of this objective, a large-scale parallel corpus for
the task has been developed and made publicly accessible,
which in turn has made Bangla no longer a low-resource lan-
guage for the task. Moreover, we introduced Panini, which
has emerged as a new state-of-the-art method, outperform-
ing the BanglaT5 and T5-Small baselines by a significant
margin. It excelled not only in the BGEC task but also in
the Bangla paraphrase task, surpassing the performance of

the previous state-of-the-art method. Furthermore, the effi-
cacy of transfer learning from the Bangla paraphrase task
in the context of the BGEC task has been thoroughly exam-
ined and analyzed. However, the scrutiny of the influence
of training corpus size on the effectiveness of our proposed
Panini has unveiled the significant data dependency of the
method, highlighting its profound reliance on extensive data
resources. Nevertheless, while Panini exhibited commend-
able outcomes on BGEC task, there remains ample scope
for improving the performance by targeting specific error
categories and refining its efficacy. Overall, we introduced
a robust foundation for the BGEC task, serving as a baseline
for forthcoming advancements in the task. In future, we will
alleviate the model’s reliance on copious data through the
utilization of zero-shot learning. Also, we will empirically
investigate the efficacy of combining a pre-trained model
from other languages with our monolingual pre-trained
model through the utilization of knowledge distillation.
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