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 Plagiarism is an act of literature fraud, which is presenting others’ work or 

ideas without giving credit to the original work. All published and 

unpublished written documents are under the cover of this definition. 
Plagiarism, which increased significantly over the last few years, is a 

concerning issue for students, academicians, and professionals. Due to 

this, there are several plagiarism detection tools or software available to 

detect plagiarism in different languages. Unfortunately, negligible work 
has been done and no plagiarism detection software available in the 

Bengali language where Bengali is one of the most spoken languages in 

the world. In this paper, we have proposed a plagiarism detection tool for 

the Bengali language that mainly focuses on the educational and 
newspaper domain. We have collected 82 textbooks from the National 

Curriculum of Textbooks (NCTB), Bangladesh, scrapped all articles from 

12 reputed newspapers and compiled our corpus with more than 10 million 

sentences. The proposed method on Bengali text corpus shows an accuracy 

rate of 97.31% 
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1. INTRODUCTION 

Data overload in media like digital documents is expanding as information technology advances. 

In today's environment, digital papers must have uniqueness and proper ownership to be original. 

However, stealing others’ work from online text documents is now so common and it has recently become 

a major concern for both writers and publishers. Plagiarists try to pass off others’ work, ideas, or words as 

their own. Plagiarism can take several forms, such as copying huge portions of text or paraphrasing and 

replacing original words with similar or equivalent terminology. Examining a document's similarity to 

original documents can detect plagiarism. Plagiarism is not a violent crime, though it is unethical. 

Plagiarism software like Turnitin is widely used in universities. Others include Viper, eTBLAST, EVE2, 

Cross-Check, and iThenticate. While commercial and non-commercial plagiarism detection software is 

available in English, it cannot identify plagiarism in Bengali articles which is a widely spoken language in 

the world. We investigated and discovered that all the plagiarism detection tools available do not support 

the Bengali language. This motivates us to work on a plagiarism detection approach that works solely for 

Bengali text. 

Text-based plagiarism detection systems (PDS) are mainly two types i.e., intrinsic detection and 

extrinsic detection. An extrinsic PDS has a reference corpus to compare with a suspicious document. 

However, unlike extrinsic PDS, intrinsic PDS detects plagiarism single-handedly without any corpus only 

https://creativecommons.org/licenses/by-sa/4.0/


Int J Elec & Comp Eng  ISSN: 2088-8708  

 

An improved extrinsic monolingual plagiarism detection approach of the bengali text (Adil Ahnaf) 

4257 

based on the writing styles of the author, structural distributions, and vocabulary richness [1]. This study 

mainly focused on the extrinsic plagiarism detection approach. The system creates a vector for each 

sentence and each vector is created by several points. Each point of every vector represents a word of their 

corresponding sentence. By applying the cosine similarity algorithm, the system evaluates the similarity 

between two vectors [2], [3]. If most of the terms are the same when comparing two sentences, then they 

are considered identical [4], but similar words might not necessarily signify the same thing. Thus word 

linguistic information is vital [5]. Paraphrasing is another way of plagiarism where a person replaces some 

lexemes in a sentence keeping the same meaning to avoid plagiarism. The proposed method handles 

paraphrasing by providing a lexicon of lexeme synonyms and creating multiple input sentences by fetching 

different combinations of lexeme synonyms from the lexicon. In this way, the proposed system measures 

the similarity of all possible combinations of a sentence with our corpus. The proposed work has two 

major contributions. Firstly, a highly accurate plagiarism detection tool for the Bengali language has been 

developed. Secondly, a sufficiently large Bengali monolingual corpus on textbooks and newspaper 

domains has been built, and finally, the design, codes, and corpora will be uploaded to a public repository 

for future researchers to contribute to the enrichment of the Bengali language. 

Although there is no notable plagiarism detection approach available in the Bengali language to 

study or compare with, we have studied some relevant Bengali work and some English plagiarism 

detection approaches. Islam et al. [6] applied a stylometric method to determine authorship in Bengali 

texts. They used n-grams to classify authorship and tested their model using 3,125 passages written by ten 

Bengali authors. Their device achieved a precision of 96%. Pandit et al. [7] explored semantic similarity 

measures in the Bengali language. They used word2vec semantic similarity calculation and used English 

as their cross-lingual counterpart. Mridha et al [8]. proposed a writer identification system for Indic scripts 

including Bengali. The approach is based on non-trainable Gabor filters fused convolutional neural 

network (CNN). Hossain et al. [9] proposed a bidirectional conversion system between Chittagonian and 

standard Bangla. Using binary search, word-to-word mapping, and morphological transformation 

developed a bidirectional lexicon. Their system gained 95.86% and 93.89% accuracy rates with 

respectively Chittagonian to standard Bangla and standard Bangla to Chittagonian. 

The following PDS in English and other western languages give us a better understanding of  

the plagiarism detection system. Oktoveri et al. [10] suggested a method for eliminating irrelevant 

documents that do not share a common subject with the query text. Their proposed method used a variety 

of algorithms and methods, including a winning algorithm; an Adelson-Velsky and Landis tree for 

document indexing; and least common subsequence and term frequency. Mahdavi et al. [11] suggested a 

model using external vector space (VSM) to detect plagiarism. The proposed method involves three key 

phases: preparing data, retrieving relevant records, and matching comprehensive strings. The pre-

processing process involves six sub-steps: normalization of text, elimination of stop terms, stemming, 

substitution of synonyms, tokenization, and selection of features. Ravi et al. [12] proposed a fuzzy C 

means clustering algorithm and observed that this algorithm performed better for external plagiarism 

detection. They tested their system using PAN 2013 Corpus. The output of their method is compared to the 

output of other methods that use K mean clustering and N-gram. Paul and Jamal [13] suggested a 

plagiarism detection technique. Their work consisted of 5 stages from pre-processing to similarity 

detection. Rahmatulloh et al. [14] demonstrated a difference between the Nazief-Adriani and stemmer 

porter in measuring plagiarism. This study indicates Nazief-Adriani performs superior to the stemmer 

porter. Roostaee et al. [15] proposed a two-level matching scheme for plagiarism detection. They used a 

weighted multilingual word embeddings and graph-of-words representation of text to understand the 

relationship between words in a sentence. Hambi and Benabbou [16] proposed a comparison of semantic 

plagiarism detection methods. In this paper, they focus on deep learning-based techniques such as vector 

representation method, level treatment, similarity method, and dataset. Darmalaksana et al. [17] also 

developed a search engine technology that finds information from eleven hadith in the Indonesian 

language efficiently. The system used latent semantic analysis and cosine similarity algorithm for 

structured representation of text data and to evaluate the similarity between keyword text and hadith text 

data. Kaur et al. [18] developed a semantic based approach for detecting English monolingual plagiarism. 

They used PAN-PC-11 and PAN-14 datasets for training and testing purposes, respectively. Alvi et al. 

[19] proposed a paraphrase identification approach and plagiarism detection tool based on contexts and 

word embeddings. Son et al. [20] proposed a plagiarism detection approach using feature extraction 

techniques which is based on multi-layer long-short term memory (LSTM) networks. The system has two-

phase to determine plagiarism strings between two documents. The method evaluated by PAN 2014 text 

alignment. Hourrane and Benlahmar [21] proposed a cross-lingual plagiarism detection approach based on 

knowledge graphs. Their system detects semantic textual similarities based on knowledge graph 

representations which are referred to as CL-GTA. 
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The paper has the following organizations. Section 2 demonstrates the proposed method. The 

experiment and result analysis are depicted in section 3. Finally, section 4 concludes with some final thoughts 

and highlights some future work of this study. 

 

 

2. METHOD 

Plagiarism detection techniques are classified into two groups based on language: monolingual (e.g., 

English-English) and cross-lingual (e.g. English-Spanish) [4], [22]. In this study, we propose a monolingual 

plagiarism detection tool for the Bengali language. We have used the cosine similarity measure algorithm to 

determine the similarity between different Bengali texts. We have studied different text similarity measure 

algorithms i.e., cosine similarity, Levenshtein edit distance, Manhattan distance, and Jaccard similarity. 

However, the Cosine similarity measure algorithm works faster and gives more accurate results compared to 

other algorithms on Bengali sentences consisting of multi-byte Bengali characters. The term frequency-

inverse document frequency (TF-IDF) algorithm has been used as the vectorization algorithm. 

 

2.1.  Cosine similarity 

Cosine similarity is a statistic that can be used to determine the similarity of a data object. The data 

objects in a dataset are treated as vectors in cosine similarity. It helps to determine the cosine angle. When 

the result is bound to [0, 1], cosine similarity is particularly effective [19]. The cosine similarity of the two 

vectors in the same orientation is 1, and the relative 90 orientation is 0. The Euclidean dot product formula 

can be used to find cosine similarity equations as in (1) and (2), 

 

𝐴. �⃗⃗� = |𝐴||�⃗⃗�| cos 𝜃 (1) 

 

𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 = cos 𝜃 =
∑ 𝐴𝑖𝐵𝑖

𝑛
𝑖=1

√∑ 𝐴𝑖
2𝑛

𝑖=1 √∑ 𝐵𝑖
2𝑛

𝑖=1

 (2) 

 

where Ai and Bi are components of vector A and B, respectively. 

 

2.2.  TF-IDF vectorization 

As previously stated, the dot product of the vector representation of two sentences can be used  

to determine their cosine similarity. As a result, TF-IDF employs to represent the vector. It is a statistical  

tool for measuring the significance of a word in a collection of text [23]. It uses the decision-making rule  

as in (3), 

 

𝑇𝐹 − 𝐼𝐷𝐹(𝑡, 𝑑) = 𝑇𝐹(𝑡, 𝑑) × 𝐼𝐷𝐹(𝑡) (3) 

 

where 𝑡 denotes a specific word and d denotes the document's total number of documents. TF is used to 

calculate the frequency of a word in each text in the corpus. The number of times a word appears in a 

document refers to the percentage of the total number of words in that document [24]. TF's simplified 

formula is as (4), 

 

𝑇𝐹(𝑡, 𝑑) = 𝑡 ×
1

𝑑
 (4) 

 

where t refers to the overall number of instances of a phrase in a document, and the total number of 

documents is denoted by d. The weight of unusual terms in all corpus documents are calculated using IDF. 

The formula is given in (5), 

 

𝐼𝐷𝐹(𝑡) = log {(1 + 𝑛) ×
1

1 + 𝑑𝑓(𝑡)
} + 1 (5) 

 

where 𝑛 indicates the total number of documents in the document set and 𝑑𝑓(𝑡) indicates the total number of 

documents that include the word. TF-IDF converts text into a meaningful numerical representation. It was 

chosen for this investigation because it considers the entire word count. The TF-IDF algorithm assigns great 

weight to documents with high TF but low TF. It works by boosting the frequency of a term in a document. 

Table 1 demonstrates an example with dummy articles (A1 to A3) to get better insights. On the other hand, 

Figure 1 demonstrates a vector graph of A1, A2, and A3. 
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A1=‘সততা শিক্ষা এবং শিক্ষা সততা (Honesty is education and education is honesty)’ 

A2=‘শিক্ষাক্ষক্ষক্ষে সততা থাকা জরুশি (Honesty is important in education)’ 

A3=‘বযশি জীবক্ষেও সততা থাকা জরুশি (Honesty is also important in personal life)’ 

 

 

Table 1. Vectorization by using TF-IDF 
Term TF Value IDF Value TF-IDF Value 

A1 A2 A3 A1 A2 A3 

সততা (honesty) 2/5 1/4 1/5 0 0 0 0 

শিক্ষা (education) 2/5 0/4 0/5 0.477 0.191 0 0 

এবং (and) 1/5 0/4 0/5 0.477 0.095 0 0 

শিক্ষাক্ষক্ষক্ষে (in education) 0/5 1/4 0/5 0.477 0 0.119 0 

থাকা (remain) 0/5 1/4 1/5 0.176 0 0.044 0.044 

জরুশি (important) 0/5 1/4 1/5 0.176 0 0.044 0.044 

বযশি (person) 0/5 0/4 1/5 0.477 0 0 0.095 

জীবক্ষেও (life too) 0/5 0/4 1/5 0.477 0 0 0.095 

 

 

Previously, we discussed how vector sentence identification distinguishes between sentences that 

are similar or identical. It occurs when the system turns the source text and suspicious patterns into a 

similarity vector using TF-IDF vectorization. The graph in Figure 1 depicts the overlapping regions; a text 

appears suspicious, especially if it closely resembles the source. Because the vector parameter plots between 

sentences A2 and A3 are so close, the two sentences seem to be related. 

 

 

 
 

Figure 1. Vector graph of A1, A2, and A3 

 

 

As mentioned earlier, this project intends to develop monolingual plagiarism detection algorithms 

(Bengali to Bengali). In this project, we cover two distinct domains i.e., education and news. This section 

covers data collection, corpus creation, and the process of plagiarism detection on Bengali texts. Figure 2 

demonstrates the architecture of plagiarism detection. 

 

2.3.  Data collection 

Since our plagiarism detection approach is extrinsic, data serves as the principal component. It is 

usually in written Unicode Bengali text format. In our work, the entire dataset construction process is divided 

into two parts, which are educational domain and newspaper domain. 
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Figure 2. The architecture of plagiarism detection 

 

 

2.3.1. Educational domain 

An educational domain dataset has been created by collecting all the books of class I to XII except 

the English literature books available on the NCTB website [25]. NCTB textbooks are not available in 

Unicode format. It is available in PDF format. In this work, we have converted all pdf files into a writable 

Docs format. Furthermore, we have removed all the figures, tables, extra whitespace, and tabs from the book. 

Due to this, it provides data that contains plain Bengali text from the book. This is a manual process, and it 

took around 2 months to complete. In this way, the data for each book has been stored in a separate text file. 

The educational domain dataset formation process is depicted in Figure 3. 

 

 

 
 

Figure 3. Educational domain data collection 
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2.3.2. Newspaper domain 

In this study, the Scrapy framework of python has been used to build different spider bots to collect 

news texts from different Bengali online newspapers to create a dataset in the newspaper domain. News 

articles have been collected in equal proportion from 8 highly well-known and prestigious Bangladeshi 

online newspapers namely Prothomalo, Bdnews24, Banglanews24, Samakal, Kalerkantho, Jugantor, Inqilab, 

Manabzamin to make the newspaper corpus balanced and unbiased. The crawler crawls all articles of a 

particular newspaper and scrapes all the content from the articles. Specific Bengali text is filtered and then 

embedded in a text file. This process took more than 1 month. Moreover, we have taken nearly 2 million 

sentences from the reputed Bengali monolingual corpus NHMono01 [26] in the newspaper domain. The 

complete newspaper dataset formation process is shown in Figure 4. 

 

 

 
 

Figure 4. Newspaper domain data collection 

 

 

2.3.3. Lexicon for paraphrasing 

As mentioned earlier, a lexicon has been developed that contains synonyms of lexemes to create 

possible sentences from each input sentence to tackle paraphrasing. First, unique lexemes from both 

educational and newspaper domains are collected. Then, for each lexeme, all the synonyms of that lexeme 

are collected and stored in the lexicon. The synonyms of these Bengali lexemes are collected from Bengali to 

Bengali dictionary published by Bangla Academy which is funded by the government of Bangladesh [27]. 

Finally, the authors spent an ample amount of time proofreading the whole lexicon for any discrepancies.  

The final lexicon contains synonyms for 80,134 unique Bengali words. Table 2 demonstrates some samples 

of the lexicon. 

 

2.4.  Prepossessing and corpus creation 

Before feeding data to the model, each of these data needs to be preprocessed. In order to do that, 

first, the tokenizer is used to tokenize the sentences into words, then the stop words are removed. Finally, 

similarities between the sentences are generated to compare and find out plagiarism in the article.  
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Table 2. Samples from synonym lexicon 
Lexeme Synonyms 

মূর্খ (fool) অজ্ঞ (ignorant), অশিশক্ষত (uneducated), শেক্ষবখাধ (silly), ববকুব (stupid) 

দুঃসময় (bad days) অকাল (ill-timed), অসময় (untimely), কুশিে (bad day), দুঃসময় (bad time) 

অঙ্গীকাি (commitment) পণ (oath), প্রশতশ্রুশত (promise), প্রশতজ্ঞা (swear), িপথ (oath)  

অধযয়ে (specialism) পাঠ (lesson), পঠে (reading), পডা (study), বলর্াপডা (education) 

 

 

2.4.1. Tokenization of the sentences 

The process of splitting each word from a sentence based on a particular delimiter i.e., punctuation, 

new lines, tabs, or characters is called Tokenization. The extracted texts are denoted here by the symbol  

“| (Bengali full stop)”. This segmentation divides the sentence, which is then trimmed by removing the 

extraneous white space. Python tokenization is done using the NLTK library method [28], [29]. 

 

2.4.2. Removing stop words 

A word that does not contain any meaningful information in a sentence is called a stop word [9], 

[30]. In Bengali, these types of stop words are এবং (and), ইহা (it), অক্ষেক (many), তািপি (then). As we mentioned 

earlier, a stop word dataset is created by merging and eliminating duplicate stop words from a variety of 

sources [31]. We have included 363 Bengali stop words in the dataset. Each sentence in the corpus was 

stored after the stop words were omitted from the sentence. 

 

2.5.  Generating similarity 

In this phase, we have identified all the plagiarized sentences from the suspected documents as well 

as their counterparts in the source document. To detect plagiarism in a suspicious document, we have three 

steps: vectorization, similarity measure, and decision making. Figure 5 illustrates the cosine similarity 

measure procedure. 

 

 

 
 

Figure 5. Cosine similarity measure 
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2.5.1. Vectorization 

The TF-IDF method creates vector representations of sentences from the corpus. The suspect text 

must be processed in the same way as the corpus as shown in Figure 5. Firstly, the total number of tokens 

(unique words) in both manuscripts is calculated. To make the processing faster and more efficient, the  

TF-IDF results of each sentence are saved with the corpus sentence. Initially, sklearn.feature_extraction tool 

in Python was employed. However, this function could not effectively tokenize complicated Bengali words 

such as প্রািম্ভ (beginning), কুরুক্ষক্ষে (battlefield), শকংকতখ বযশবমূঢ় (bewildered), লবডঙ্কা (zero), and বলাকশহততষী (altruistic). 

Therefore, we have implemented the TF-IDF algorithm from the sketch to improve the performance of the 

method. 

 

2.5.2. Similarity measure 

In this step, the TF-IDF scores of both the suspected and the source text are calculated using the 

cosine similarity method. As mentioned earlier, the cosine similarity algorithm gives the most accurate 

results over other algorithms on multibyte Unicode Bengali text. However, the Jaccard similarity algorithm 

[32] is also the closest performing algorithm for Bengali texts. Table 3 illustrates the proportion of similarity 

between articles 1 and 2. 

− Article 1: বাতাক্ষস প্লাশিক, র্াবাক্ষি প্লাশিক, এমেশক প্লাশিক পাশেক্ষতও। আি বসই প্লাশিক কণাই প্রশতশিে মােুক্ষষি বিক্ষহি বেতক্ষি ঢুক্ষক 

শবশষক্ষয় শিক্ষে িিীি। এতশিে পশিক্ষবক্ষিি উপক্ষি প্লাশিক দূষক্ষণি প্রোব শেক্ষয় শিন্তায় শিক্ষলে শবজ্ঞােীিা। (Plastic is in the air, plastic is in 

food, and plastic is in water as well. And these plastic particles are poisoning the human body every 

day. Until now, scientists have been concerned about the effects of plastic pollution on the 

environment). 

− Article 2: র্াবাক্ষি প্লাশিক, বাতাক্ষস প্লাশিক, এমেশক প্লাশিক পাশেক্ষতও। আি এই প্লাশিক প্রশতশিে মােুক্ষষি বিক্ষহি বেতক্ষি ঢুক্ষক শবশষক্ষয় 

শিক্ষে িিীি। শবজ্ঞােীিা এতশিে পশিক্ষবক্ষিি উপক্ষি প্লাশিক দূষক্ষণি প্রোব শেক্ষয় শিন্তায় শিক্ষলে। (Plastic is in the air, plastic is in 

food, and plastic is in water as well. And this plastic enters the human body every day and poisons the 

body. Scientists have long been concerned about the effects of plastic pollution on the environment). 

 

 

Table 3. Compare the score of the algorithms 
Cosine similarity Jaccard similarity 

0.83503 0.75815 

 

 

The cosine similarity algorithm gives more precise results than the Jacquard similarity. In this case, 

if the statement is paraphrased by textual alterations or word or phrase correction, Jaccard's similarity does 

not improve the findings. As mentioned earlier, cosine similarity is a technique for calculating cosine angles 

between two non-zero vectors. Here, the results are limited to 0 and 1. 

 

2.6.  Decision making 

A sentence is considered plagiarized when the similarity score between the suspect and the corpus 

vectors exceeds a certain threshold [33]. This study's threshold is 0.7% or 70%. We spent an ample amount 

of time testing different samples of Bengali articles to achieve this threshold. To generate a final plagiarism 

report, the algorithm collects plagiarized sentences, source names, similarity scores, and other necessary 

details. Each source's percentage of matches is stored and the copied sentences are also highlighted in red. If 

a source or collection of sources results in a very low level of match, the model calculates the total score of 

that match and displays the results under the label “অেযােয (others)”. Finally, the system generates the final 

report of similarity with necessary information and references. 

 

 

3. RESULTS AND DISCUSSION 

This section discusses the experimental results and the analysis of the performance. Kaggle 

Notebook has been used as the experimental and computational environment in this project. This  

service provides 5 GB storage, 13 GB RAM, and 16 GB memory for Tesla P100 GPUs [34]. This  

model is tested with several suspicious documents. The proposed plagiarism detection system’s 

functionality and output are demonstrated with two suspicious Bengali texts. The suspicious text-1 has 

been created by combining text from three books and a newspaper and therefore the entire paragraph is 

plagiarized. 
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Input: suspicious text 1 

বেশলক্ষ াক্ষেি উদ্ভাবক আক্ষলকজান্ডাি গ্রাহাম ববল প্রথক্ষম বেশলক্ষ াে সম্ভাষণ শহক্ষসক্ষব “আক্ষহায়” িব্দটি বযবহাি কক্ষিশিক্ষলে, যা সাধািণত 

োশবক্ষকিা সম্ভাষণ শহক্ষসক্ষব বযবহাি কিক্ষতে। পক্ষি হযাক্ষলা িালু হক্ষয় যায়। তাি মাক্ষে আশম বয বেশলক্ষ াে ধক্ষি কথা বলক্ষত প্রস্তুত, বসো জাশেক্ষয় বিওয়া। একই 

সক্ষঙ্গ আশম বক, বসোও জাোক্ষোি প্রথা িক্ষয়ক্ষি। বযমে, “হযাক্ষলা? আশম অমুক বলশি”। আমাক্ষিি ডাক ও বেশলক্ষযাগাক্ষযাগমন্ত্রীও প্রাথশমক স্তি বথক্ষক 

কশিউোি বপ্রাগ্রাশমং শিক্ষা শুরু কিাি কথা বক্ষলক্ষিে। িাক্ষিি  ািাজীি বাসো এক-আধো স্বপ্ন বির্া। েতুে শকিু দৃিয িশিত বহাক। শকন্তু আক্ষক্ষপ, ঘুশমক্ষয় বস 

শকিুই বিক্ষর্ ো। িাক্ষতি িাস্তায় দূিপাল্লাি বাস িলক্ষি। োো েশঙ্গক্ষত ঘুশমক্ষয় থাকা যােীিা দলক্ষি। ববাশয়ংক্ষয় কলকাতা বথক্ষক ঢাকা ২৫ শমশেক্ষেি পথ। 

(Alexander Graham Bell, the inventor of the telephone, first used the word "ahoy" as a telephone greeting, 

commonly used by sailors. After that, Hello is turned on. That means letting me know that I am ready to talk 

on the phone. At the same time, there is a custom to tell who I am. Like, “Hello? I say so and so”. Our Posts 

and Telecommunication Minister has also said to start computer programming education from the elementary 

level. Rashed Farazi's wish is half a dream. Let some new scenes be composed. But alas, he sees nothing 

while sleeping. Long-distance buses are running on the night road. The sleeping passengers are swaying in 

various positions. 25 minutes flight from Kolkata to Dhaka by Boeing). 

In Table 4, for the suspicious text-1, this system finds plagiarism in three major sources, “তথয ও 

বযাগাক্ষযাগ প্রযুশি - সপ্তম বেশণ (Information and Communication Technology - Class VII)”, “কমখ ও জীবেমুর্ী শিক্ষা - সপ্তম 

বেশণ (Career and Life Oriented Education - Class VII)”, and “সাশহতয কশণকা - অষ্টম বেশণ (Literature - Class VIII)” as 

expected. Moreover, the system detected one minor source “প্রথম আক্ষলা – সংবািপে (Prothom Alo – newspaper)” 

and some negligible sources combinedly named “অেযােয (other)”. The suspicious text-2 has been compiled 

from a paragraph where half of the text was taken from two NCTB textbooks and the other half was taken 

from an original story written by an author of this paper. 

 

 

Table 4. Final report of suspicious text article 1 
Source of Article Similarity Result 

তথয ও য াগাক্ষ াগ প্র ুশি - সপ্তম যেশি (Information and Communication Technology - Class VII) 38.46% 

কমম ও জীবেমুখী শিক্ষা - সপ্তম যেশি (Career and Life Oriented Education - Class VII) 15.38% 

সাশিতয কশিকা - অষ্টম যেশি (Literature - Class VIII) 38.46% 

প্রথম আক্ষ া – সংবাদপে (Prothom Alo – newspaper) 6.04% 

অেযােয (Others) 1.66% 

Total Similarity 100% 

 

 

Input: suspicious text 2 

অক্ষেক্ষকই োক্ষব, যাি মশস্তষ্ক যত বড, তাি শিন্তা কিাি িশি তত ববশি। ধািণাটি শকন্তু েুল। মােুক্ষষি বথক্ষক শতশমি মশস্তষ্ক অক্ষেক বড। শকন্তু 

শতশমি বথক্ষক মােুষ ববশি বুশিমাে। বেতৃত্ব, জ্ঞাে, শবজ্ঞাে, সাশহতযিিখ া এসব শবষক্ষয় মােুষ উন্নশত কিক্ষত বপক্ষিক্ষি। বাংলা বযঞ্জেসশিি সূে মুর্স্থ কিক্ষত কিক্ষত 

অক্ষেক্ষক অশস্থি হক্ষয় যায়। সমীেবে হক্ষলা এমে এক প্রশিয়া, বযর্াক্ষে এক ধ্বশেি প্রোক্ষব পাক্ষিি ধ্বশেটি বিক্ষল যায়। আমাি বিাে  ু ুি বাশড। বহুশিে পি 

 ু ুি বাশড ববডাক্ষত এলাম। ২৪০ পাতাি বইটিক্ষক শেিক েুক্ষয়া বক্ষল মােক্ষত িাশজ েে শবক্ষিষজ্ঞিা। উদখ ডােশিক্ষক বলর্া হক্ষয়ক্ষি বইটি। বেষজ বা আযু়ক্ষবখশিক 

শিশকৎসাশবিযাি োো শিক শেক্ষয় শবসৃ্তত আক্ষলািো িক্ষয়ক্ষি বইক্ষয় যা সশতযই অবাক কক্ষি। সম্ভবত ১৯১২ সাক্ষল বইটি শকক্ষে বেে বইক্ষয়ি বযবসা কিা উইলশিড 

েয়শেি। তাি োক্ষমই বইটিি এই োমকিণ হক্ষয়ক্ষি। এই মশতভ্রম ওি বকে হক্ষলা, শকিুই বুঝক্ষত পািশি ো। দ্বীপ জুক্ষড বেই বকাক্ষো গাি বা লতা-গুল্ম। আগামী 

মাক্ষস প্রথম বক্ষষখি পিীক্ষায় অংি বেওয়াি কথা শিল তাাঁ ি। তাপসক্ষক রু্ব কাি বথক্ষক বিক্ষর্ক্ষিে বযাগাক্ষযাগ ও সাংবাশিকতা শবোক্ষগি শিক্ষাথী পাথখ বশণক। 

(Many people think that the bigger the brain, the greater the thinking power. But the idea is wrong. Whale 

brains are much bigger than humans. But humans are smarter than whales. People have been able to improve 

in leadership, knowledge, science, and literary practice. Many people get restless while memorizing the 

formula of Bengali consonants. Assimilation is a process in which one sound changes the sound next to it. 

My younger cousin's house. After many days, I came to visit my uncle's house. Experts are not willing to 

accept the 240-page book as a mere fake. The book is written in Urdu on the right side. The book contains 

extensive discussions on various aspects of herbal or Ayurvedic medicine which is really surprising. The 

book was probably bought by Wilfried Voynich, a bookseller, in 1912. The book is named after him. I do not 

understand why this delusion happened to him. There are no trees or vines on the island. He was supposed to 

appear in the first-year examination next month. Partha Vanik, a student of the Communication and 

Journalism Department, saw Tapas very closely). 

Two significant sources of similarity are depicted in Table 5 i.e., “বাংলা সাশহতয - েবম ও িিম বেশণ (Bengali 

Literature - 9th and 10th Class)”, “বাংলা বযাকিণ ও শেশমখশত - েবম ও িিম বেশণ (Bengali Grammar and Construction - 9th 

and 10th Class)”, and a minor combined source “অেযােয (others)”. This indicates that the passage has a 

similarity score of 48.81 percent as expected. Figure 6 illustrates the experimental result. 
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Table 5. Final report of suspicious text article 2 
Source of Article Similarity Result 

বাং া সাশিতয - েবম ও দিম যেশি (Bengali Literature - 9th and 10th Class) 36.47% 

বাং া বযাকিি ও শেশমমশত - েবম ও দিম যেশি (Bengali Grammar and Construction - 9th and 10th Class) 11.64% 

অেযােয (Others) 0.7% 

Total Similarity 48.81% 

 

 

 
 

Figure 6. Experimental result analysis 

 

 

A test dataset of 400 Bengali passages has been used to verify the method. The system generates a 

report with 386 correct cases and 14 minor erroneous reports and that concludes the accuracy rate of the 

proposed method is 97.31%. The reason behind erroneous results is the scarcity of data. Although the 

proposed method is extrinsic and it has covered only two domains (i.e., education and newspaper), it lacks a 

large scale of data in the corpus. This leads to some erroneous results on our test Bengali articles. 

 

 

4. CONCLUSION 

This paper demonstrates an extrinsic monolingual plagiarism detection approach for Bengali 

texts. The proposed method generates vectors of each sentence using the TF-IDF vectorizer that is later 

used to find fully or partially similar sentences in the source and suspicious text. The work is limited to 

educational and newspaper domains at this phase. Although our primary goal has been accomplished 

successfully and achieved a satisfactory accuracy of 97.31%, it has some limitations as well. To overcome 

the limitations, the proposed method will be improved in the future by distinguishing between passive  

and active sentences, expanding the semantic knowledge base, and determining semantic and word-order 

similarity between two sentences. Authors might also work on detecting plagiarism without a reference  

in the future. 
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